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Abstract

Drug-target interaction (DTI) prediction is a challenging, albeit essential task
in drug repurposing. Learning on graph models have drawn special attention
as they can significantly reduce drug repurposing costs and time commitment.
However, many current approaches require high-demanding additional information
besides DTIs that complicates their evaluation process and usability. Additionally,
structural differences in the learning architecture of current models hinder their fair
benchmarking. In this work, we first perform an in-depth evaluation of current DTI
datasets and prediction models through a robust benchmarking process, and show
that DTI prediction methods based on transductive models lack generalization and
lead to inflated performance when evaluated as previously done in the literature,
hence not being suited for drug repurposing approaches. We then propose a novel
biologically-driven strategy for negative edge subsampling and show through in
vitro validation that newly discovered interactions are indeed true. We envision this
work as the underpinning for future fair benchmarking and robust model design.
All generated resources and tools are publicly available as a python package.

1 Introduction

Drug discovery aims at finding the most effective pharmacological compound that can target a specific
disease-causing mechanism while yielding minimal side effects. Traditionally, predicting drug-target
interactions (DTIs) has relied on determining physical parameters between both components, such as
the dissociation constant or the inhibitory concentration [1, 2]. However, experimental screenings
of compounds have a limited success rate and require time, effort, and elevated monetary costs [3],
which considerably hinders the process of finding new drugs interacting with the intended targets.
High throughput sequencing technologies have unveiled thousands of interesting targets with many
potential modulators, making the experimental screening of compounds a daunting challenge.

This new paradigm, fueled by the current availability of large amounts of biological data, has promoted
breakthrough deep learning on graphs [4] approaches that have accelerated the first stages of drug
discovery pipelines by narrowing down the most promising DTIs [5, 6, 7, 8, 9]. However, there are
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currently four critical challenges that prevent proper performance evaluations of newly proposed
DTI prediction models: i) Current gold standard datasets for evaluating DTI prediction models,
such as the well-known Yamanishi dataset [10] are small, outdated and missing many interactions.
ii) State-of-the-art DTI prediction methodologies require additional information to predict novel
DTIs, which is generally not readily available and thus restricts their usage and evaluation. iii)
Current methods can be divided into inductive or transductive, based on whether they can learn
underlying patterns in the data to make predictions on unseen samples (inductive), or whether they
directly build a prediction model for the seen ones (transductive). These structural differences make
it challenging to fairly compare these methodologies. iv) Current techniques for dealing with the
existing positive/negative edge imbalance when training DTI prediction models do not incorporate
biological information, potentially affecting subsequent experimental validation.

To address these limitations, in this work we perform an in-depth evaluation of current state-of-
the-art DTI prediction methodologies, taking into account drug repurposing datasets, transductive
and inductive learning and DTIs network splitting and subsampling techniques. We demonstrate
that designing DTI prediction methods using transductive-based approaches are not optimal, and
recommend utilizing inductive-based ones instead. Specifically, we show that a baseline transductive
classifier achieves near optimal performance only due to data leakage. Additionally, we introduce a
technique based on Root Mean Square Deviation (RMSD) for subsampling negative edges during
the construction of the DTI dataset, and show that it can lead to the discovery of true interactions
(validated in vitro) otherwise missed. Finally, we provide data and tools to ease the design and the fair
evaluation of novel DTI methods as we envision this work as the first step towards a community-driven
unified benchmark to assess novel DTI prediction approaches.

2 Pearls and pitfalls of current DTI datasets and prediction models

2.1 Overview of current DTI datasets

In recent years multiple datasets [11, 12, 13, 14] have been generated for in-silico validation of
DTI prediction models. While these datasets typically contain a set of targets and their interacting
drugs, they strongly differ in the origin of the data, as well as the topology and size of the network
(Appx. Table A1, Appx. Note 1). For example, the current gold standard datasets were defined by
Yamanishi et al. in 2008, which consist of four precise, albeit small datasets (less than 100 edges)
divided by protein families: enzymes (E), ion channels (IC), G-protein-coupled receptors (GPCR)
and nuclear receptors (NR) [10]. This contrasts with recent datasets derived from DrugBank, such
as DrugBank-DTI [11] and BIOSNAP [12] which contain more than 15000 edges. In addition,
data from drug-target binding affinity experiments has also been used for DTI prediction tasks (e.g.,
DAVIS [13] and BindingDB [14] datasets), with the caveat that data must be previously binarized at
an arbitrary threshold of affinity.

Chemically-driven evaluation of current DTI datasets. To enable an accurate DTI prediction and
avoid introducing a bias towards certain chemical drug categories, datasets should encompass drugs
with high chemical diversity and high promiscuity (i.e., high capability to interact with multiple
protein families) [15, 16]. When assessing the aforementioned datasets for these properties, we
found that drugs within datasets are indeed chemically diverse (i.e., their pair-wise Tanimoto distance
followed a 0-skewed distribution, Appx. Fig. A1, A2), and promiscuous (Appx. Fig. A3, A4).
Further, datasets should comprise diverse protein families to enable generalization capabilities of
DTI models. However, the included protein families are highly variant across datasets, with some
containing a wide range (e.g., DrugBank) and others being family-specific (e.g., Yamanishi Enzymes,
Appx. Fig. A5, A6, A7 and A8). This analysis revealed that while the latest DTI datasets such as
DrugBank are suitable for training DTI prediction models, the still-considered gold standard such as
Yamanishi should be used with caution since it may introduce bias towards certain protein families.

2.2 Overview of current DTI prediction models

Depending on their learning process on the DTI graph, current DTI models can be classified into
two groups: inductive and transductive. Inductive graph learning involves using a set of labeled
nodes/edges to learn the underlying data structure, aiming to make predictions on unseen samples
leveraging the knowledge acquired during training in the form of weights. Transductive graph
learning, on the other hand, does not build a predictive model from seen nodes/edges, as there are
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no weights that can be used to predict a set of unseen samples. Instead, it uses every sample in the
dataset to generate the desired prediction. The following models have been recently shown to achieve
state-of-the-art performance [17, 18]: DTINet [19], DDR [7], DTiGEMS+ [20] and DTi2Vec [21]
which fall under the transductive category, and NeoDTI [22], Moltrans [23], Hyper-Attention-DTI
[9] and EEG-DTI [8] which fall into the inductive category (Appx. Table A2, Appx. Note 2).
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Figure 1: Analysis of required resources and network augmentation. A. Number of different side
information matrices used by each model. B. Radar plots depicting the original and modified number
of nodes and edges (log10) for DrugBank and BIOSNAP, when used as input for different models.

Data requirements for current DTI prediction methods hinder their applicability. DTI prediction
methods typically augment the above-mentioned DTI datasets to include additional information
beyond DTIs, such as protein-protein interactions or side-effect-drug associations. For example,
methods like DTINet, DDR or DTIGEMS+ [19, 7, 20] require collecting information from several
complex data sources, such as Side Effects from SIDER [24], or Diseases from CTD [25] which
hinders their usability (Fig. 1-A, Appx. Note 1). Generating these heterogeneous networks requires
accessing information that may not be always readily available due to the inconsistency of identifiers
across databases. Further, the absence of drug-target pairs in any required additional matrix precludes
some models from including such pairs in the final graph. Indeed, the original number of proteins
and drugs when using DrugBank, BindingDB, and NR datasets are considerably shrunk when used in
high-demanding side-information models, losing up to 82% of the drug nodes and 72% of the protein
nodes for DDR in DrugBank (Fig. 1-B). In approaches that require less demanding side information,
such as Moltrans, the dataset size is maintained.

A publicly available resource of augmented DTI datasets. To enable robust benchmarking across
DTI prediction models with different augmented datasets, we built an augmented version of the
most-used DTI datasets, including the gold standard. We computed all complementary matrices with
the latest data releases required by every evaluated DTI prediction model (Fig. 1-A, Supp. Note 1).

Table 1: AUC (mean and std) for the evaluated DTI prediction models. AUC shown for the eight
state-of-the-art models (first four are transductive, second four are inductive) for every dataset.

Method DrugBank BIOSNAP BindingDB DAVIS Yamanishi
E

Yamanishi
IC

Yamanishi
GPCR

Yamanishi
NR

DTINet 0.815 ± 0.000 0.856 ± 0.001 0.853 ± 0.005 0.813 ± 0.008 0.904 ± 0.004 0.737 ± 0.010 0.792 ± 0.003 0.803 ± 0.022
DDR OOT OOT OOT 0.934 ± 0.020 0.975 ± 0.008 0.986 ± 0.006 0.957 ± 0.023 0.917 ± 0.049
DTi-GEMS OOR OOR 0.922 ± 0.034 0.843 ± 0.160 0.968 ± 0.230 0.973 ± 0.080 0.777 ± 0.107 0.935 ± 0.120
DTi2Vec OOR OOR 1.000 ± 0.004 0.862 ± 0.001 0.999 ± 0.009 0.996 ± 0.007 0.992 ± 0.004 0.968 ± 0.007

NeoDTI OOT OOT OOT OOT OOT 0.974 ± 0.006 0.924 ± 0.021 0.825 ± 0.094
Moltrans 0.798 ± 0.008 0.792 ± 0.008 0.896 ± 0.009 0.693 ± 0.013 0.883 ± 0.011 0.875 ± 0.012 0.737 ± 0.037 0.544 ± 0.073
HyperAttentionDTI 0.862 ± 0.003 0.862 ± 0.003 0.954 ± 0.003 0.738 ± 0.003 0.953 ± 0.002 0.949 ± 0.006 0.804 ± 0.003 0.459 ± 0.001
EEG-DTI 0.889 ± 0.005 0.902 ± 0.010 0.893 ± 0.021 0.741 ± 0.034 0.951 ± 0.009 0.940 ± 0.017 0.870 ± 0.041 0.765 ± 0.084

OOT and OOR mean out of time (≥ 7 days) and out of RAM (≥ 250 GBs), respectively.
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Evaluation of current DTI prediction models. Using these augmented datasets, we then evaluated
the above-mentioned methods following the originally proposed evaluation benchmark (Appx. Table
A2, default splitting column). Transductive models yielded significantly better AUC and AUPRC
results (Table 1, Appx. Table A3, A4). However, except for DTINet, they did not converge on the two
largest networks (DrugBank and BIOSNAP), potentially due to their large DTI network size, which
gets further augmented with the needed additional matrices. On the other hand, inductive models
such as Moltrans and HyperAttentionDTI obtained low AUCs in the smallest network, NR, indicating
that the size of the network may be hampering the model learning capabilities.

3 Graph ablation studies are crucial for fair and robust benchmarking

Since transductive methodologies can present data leakage during feature generation [26], we
hypothesized that the significant AUC discrepancies among inductive and transductive methods
shown in the previous section could be a consequence of data leakage. This would indicate that the
high AUC values achieved by these methods are not representative of their true ability to predict
interactions as the model evaluation setting artificially raises the performance. As such, transductive
methodologies should be carefully applied when designing DTI prediction approaches as information
used in generating node embeddings is shared with the test set. Therefore, it becomes remarkably
challenging to establish fair benchmarking guidelines as one must ensure that each model leverages
the data in its intended way while ensuring fairness in cross-model comparisons.

Previously proposed ablation studies. To start addressing these challenges, recent reviews have
proposed various scenarios regarding how drugs and proteins should be distributed among train-test
splits [27, 7]: Sp, where drugs and proteins are shared within train-test splits, Sd, where only proteins
are shared, and St, where only drugs are shared. Despite these efforts to provide a homogeneous
benchmarking practice, current DTI prediction models are typically evaluated considerably differently
by their authors which makes it challenging to compare the performance across DTI prediction models
(Appx. Table A2).

Ablation studies on state-of-the-art DTI prediction models. We next performed an evaluation of
the above-mentioned DTI prediction models using the different split scenarios for all the generated
augmented DTI datasets (see previous section). As hypothesized, the overall results showed that the
transductive models suffered a higher loss of AUC compared to their default split while the inductive
models achieved a similar accuracy (Fig. 2). Interestingly, the transductive approach DTi2Vec, which
exhibited exceptionally high performance during the default run by attaining a 0.999 AUC score on
the Yamananishi’s Enzyme dataset, yielded a performance decline to 0.61 when utilizing the Sp split.
The same behavior was observed when comparing the AUC scores within the models; Sd and St

accuracies tended to be lower than those for Sp (Fig. 2). Part of this variability appears to depend on
the evaluated model, as demonstrated by the performance of different models on the DAVIS dataset.
Specifically, the AUC scores were consistently higher for both Sp and St splits and lower for the
Sd split across most models. However, significant performance discrepancies were observed for the
EEG-DTI and DTi2Vec models.

Furthermore, smaller datasets (e.g., Yamanishi’s NR) yielded a significant decrease of accuracy. This
phenomenon was especially notable in DTi2Vec and DTiGEMS+, where removing edges hindered
training on Sp and aggravated both training and testing in Sd and St, as only very few edges remain in
the network. A similar trend was observed in inductive methods like Moltrans and HyperAttentionDTI.
While these methods can still be trained, their AUC score falls below 0.5, suggesting an inability to
perform the task effectively, thereby emphasizing the need for larger networks.

Summary. The performed ablation studies based on different train-test types of splits offer a more
complete and realistic evaluation of DTI prediction approaches and suggest a lack of generalization
capabilities of current transductive methodologies.

4 Train-to-Test data leakage in transductive DTI models prevents them from
generalizing and yields inflated performance

We noticed that the best-performing transductive models, DTiGEMS+ and DTI2Vec, shared the
use of node2vec (N2V) to generate the node embeddings for the DTI network [28]. As the node
embeddings in N2V are built by local neighborhood visits within the network, it requires to be rerun
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Figure 2: DTI prediction models benchmarking. AUC results for each dataset and model (see
Appx. Tables A5, A6, A7 for AUPRC). Results correspond to an average of 5-Times 10-Fold Cross
Validation. DDR, DTiGEMS+, MolTrans and HyperAttentionDTI models use Sp as the default split.

whenever a new sample is included in the dataset. Thus, when used in DTI prediction methodologies,
if the DTI network embedding using N2V occurs prior to the network splitting, it can promote data
leakage issues when performing traditional train/test folds evaluation.

Design of a baseline transductive model. To delve into this potential data leakage, we designed
a baseline model (Fig. 3-A) based on N2V followed by a shallow neural network (SNN). We then
performed a grid-search over multiple model parameters (Appx. Table A8) following a train/val/test
evaluation setup, across all assessed datasets. We report the test AUC scores, and found that for
all datasets there is an optimal embedding dimension for which the variance of the AUC scores is
minimized, while maintaining a high AUC score (Appx. Fig. A9). This variance is mostly influenced
by the size of the datasets, as it decreases for larger networks.

Assessment of generalization capabilities of transductive DTI prediction models. We trained
and tested the baseline model on different DTI networks, generating an AUC matrix (Fig. 3-B).
The matrix’s diagonal represents the test AUC when both the training and testing data come from
the same dataset, aligning with the benchmarking process for the DTI prediction models (Table 1).
These results raised concerns about their reliability, as they consistently outperformed other evaluated
methods across all datasets without leveraging any additional biological information.

Furthermore, this near-perfect performance drastically compares with the poor performance of the
upper and lower triangles (where the train and test were constructed using different datasets, Appx.
Note 3). This behavior aligns with what we observed for transductive models in the previous section
and reaffirms that their inflated performance (Table 1) may be due to data leakage, as information
from the test fold is present on the node’s embeddings used in the train fold. Also, this analysis
reveals one major drawback of the N2V approach for building DTI prediction models: the embedding
process generally yields considerably different node embeddings for every network, hindering its
capability to translate to unseen data. This also complicates generating embeddings on training and
test folds separately to prevent data leakage, as the change in the graph topology produced by the
splitting plus the transductive nature of N2V will heavily influence the generated embeddings.
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Summary. The conclusions drawn from our baseline model can be transferable to transductive
models such as the path-category-based technique in DDR, or the network diffusion algorithm
(random walk with restart) in DTINet, which reduces the confidence of their obtained results. These
findings also promote the adoption of inductive models for DTI prediction tasks, as the predictive
models they construct during training enable testing on unseen graphs, mitigating the risk of data
leakage and rendering them more suitable for a production environment.
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Figure 3: Evaluation of the designed node2vec-based DTI prediction model. A. Baseline classifier
schematic. N2V embeddings are generated solely from the DTI network and drug-target pairs are fed
into a SNN classifier. B. AUC matrix built by training on each dataset (left) and testing on another
(right) (see Appx. Note 3).

5 Protein structure-based metric leads to improved accuracy over currently
used random subsampling

When training DTI prediction models, the choice of positive and negative DTIs is still a challenging
task. The sparse nature of current DTI networks, when used for classification tasks, yields very
unbalanced datasets. The true edges are few and the negative edges, which are defined by all other
possible connections, are orders of magnitude greater in number (see sparsity ratio in Appx. Table A1).
Random subsampling is the preferred method to balance negative and positive edges. However, this
can hamper the prediction task, as it is likely that the model is not trained on hard-to-classify negative
samples. To address this issue, we propose a novel way to subsample negative DTIs that relies on the
target’s structural information to find hard-to-classify negative DTIs (Fig. 4-A).

Identifying informative negative edges via Root Mean Square Deviation (RMSD) between
backbone alpha carbons of two proteins. Since evolution preserves protein structure more than
the sequence itself [29], we consider those drug-target pairs with potential structural interaction
to be plausible (uncovered) edges, measured using the RMSD between backbone C-alpha of two
proteins. Hence, this metric ranks, for each positive DTI, all the negative pairs containing the same
drug according to the structural similarity, which enabled us to identify hard-to-classify samples
(negative pairs with low RMSD) and select high-quality negatives (negative pairs with RMSD within
a defined window) (see Appx. Note 3 for further details on protein structure and RMSD calculations).
Thus, the proposed subsampling scheme consists of two differentiated steps: the proposed ranking of
edges via the RMSD metric, and a selection of the negative edges for training.

Assessment of the proposed negative sampling criteria. Since the analysis of subsampling methods
becomes particularly relevant when dealing with larger DTI datasets, we tested the proposed sampling
methodology on the largest datasets: BIOSNAP and BindingDB. For the evaluation methods, we
discarded approaches based on N2V because of the aforementioned potential lack of generalization,
as well as slow or hard-to-evaluate methodologies. From the remaining models, we chose MolTrans
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and HyperAttentionDTI, because of their inductive nature, their easiness of use, and their good
performance in our previous analysis (Fig. 4-B, Appx. Fig. A10).

The RMSD criteria helped both models to generalize and obtain more robust results, for almost every
selected window (see Fig. 4 and Appx. Note 3) across datasets and methodologies. Further, the AUC
tends to decrease as we increase the RMSD, i.e., relax the similarity criteria. This is an expected
behavior as including more easy-to-classify negative pairs into the folds can potentially decrease the
total AUC score when tested on hard-to-classify DTI pairs. In summary, these results emphasize
the importance of considering biologically driven criteria for future DTI prediction models’ design
and show the potential of the proposed negative-edge selection process for increasing the chances of
uncovering novel DTIs.

All previous analysis have been integrated into the python package GraphGuest. It enables 1)
easy ablation studies of input DTI graphs, 2) computation of the RMSD-based score for negative
edge selection, and 3) seamless access to the generated augmented DTI datasets (Appx. Note 4).

6 RMSD-based subsampling enhances models capabilities for identifying
novel interactions

The utilization of RMSD-based selection for negative edges leads to an improved AUC, potentially
facilitating the discovery of novel DTI interactions. To further investigate this hypothesis, we exam-
ined the excluded negative DTIs (2.5 to 5 Å) within the largest selected network, BIOSNAP, using
Moltrans trained on the highest yield AUC window (5 to 6 Å). From the later, we specifically chose a
set of DTIs that showed a high confident prediction when using RMSD, across five independent runs.
From those, we selected EGFR and GSK3β targets, as their inactivation elicited an antiproliferative
effect, hence facilitating in vitro validation. Finally, we compared the RMSD-based probabilities with
the random subsampling ones, finding that the proposed metric consistently reported higher and more
reliable positive predictions (Fig. 4-B).

6.1 In vitro validation of newly uncovered drug-target interactions.

We conducted in vitro validation experiments to further assess their accuracy. The selected DTIs for
subsequent validation were EGFR with 2-Amino-6-cyclohexylmethoxy-8-isopropyl-9H-purine (N69)
and GSK3β with carbinoxamine due to the readily availability of both reactives at our lab.

In vitro validation of EGFR-N69 interaction. We used a cell line with active basal EGFR levels.
We first assessed cell viability in the presence of the predicted drug. Cell viability decreased upon
N69 treatment, particularly on the highest concentration of the compound, suggesting a potential
interaction (Fig. 4-C). To understand if this effect was specific to the inactivation of the EGFR
pathway, we examined the activation level of downstream effectors within the target pathway (Appx.
Fig. A11). Specifically, we examined the activation state of the RAF-MEK-ERK pathway in HPAFII
cells using antibodies specific to phospho-ERK1/2. We found that while the protein levels of ERK, as
well as those of a protein loading control (GAPDH) remained unchanged in the presence of the drug,
the phosphorylated active version (P-ERK) decreased as early as 30 min post-treatment. Thus, the
reduction in P-ERK may be a consequence of the observed decrease in cell viability (Fig. 4-E) [30].

In vitro validation of GSK3β-Carbinoxamine interaction. Similarly, we tested the GSK3β-
Carbinoxamine interaction, revealing a decrease in cell viability at a 30 µM concentration (Fig. 4-D).
When looking into the downstream proteins reported to mediate GSK3β signaling (Appx. Fig. A12),
we found that the levels of phosphorylated S6 kinase, a protein involved in protein synthesis when
activated through phosphorylation, were reduced 30 minutes after Carbinoxamine treatment while its
non-phosphorylated version and the loading protein control remained unchanged (Fig. 4-F) [31].

Summary. These observations suggest that the antiproliferative effect caused by N69 and Carbinox-
amine may indeed be related to inactivation of protein effectors downstream of the predicted targets
EGFR and GSK3β. Thus, the RMSD selection method may increase the likelihood of discovering
positive DTIs compared to random subsampling.
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test split for the RMSD-based (threshold from 6 to 20 Å) and random subsampling tehcniques when
using Moltrans model, on Biosnap and BindingDB datasets. C. Prediction probabilities (across five
independent runs) of Moltrans for interactions EGFR - N69, and GSKB - Carbinoxamine, when using
random-based and RMSD-based subsampling. D-E. Percentage of cell viability and representative
images of crystal violet-stained cells for (D) KRASG12D pancreatic cell line (HPAFII) after three
days of treatment with N69 (0-10 µM ) and (E) KRASG12C LUAD cell (H1792) after five days of
treatmentwith Carbinoxamine (0-30 µM ). F-G. Protein expression at different time points after N69
10µM (F) or Carbinoxamine 30µM (G) drugs, or DMSO vehicle treatment. Relative P-Erk 1

2 (F)
and P-S6 Kinase (G) densitometry quantification is shown. 25µg of protein were loaded per sample.
GAPDH is shown as loading control.

Discussion

Previous in-silico drug repurposing methodologies have often required high-demanding additional
information, exhibited significant disparities in their evaluation framework, and employed structurally
distinct learning architectures, which has resulted in a lack of a standardized benchmarking approach
to determine the most suitable model. In this study, we started by assessing currently used datasets
in DTI prediction problems, and generated a valuable resource of augmented DTI datasets that will
enable accessible and robust future benchmarking of DTI prediction models. Using this newly gener-
ated data resource, we benchmarked diverse drug repurposing models by first using the traditional
approach and then following graph-aware train-test splitting techniques. The latter revealed that
methods employing transductive feature generation exhibited over-performance. This motivated
further assessment of transductive approaches, which allowed uncovering data leakage issues that
could be avoided if using inductive approaches.
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To improve the predictive capabilities of inductive DTI models we proposed a subsampling method
based on structural differences across proteins. This revealed improved accuracy when compared with
traditional random subsampling, increasing the reliability of uncovering novel DTIs. Importantly,
we then performed in vitro validation suggesting a direct interaction between drugs and protein
targets leading to potential pathway inactivation, as revealed by variations in the activation levels of
canonical downstream effectors of the targeted proteins.

Conclusion. This study emphasizes the significance of larger and diverse DTI databases, accessible
drug repurposing models, data-leakage-free evaluation, and biologically driven subsampling tech-
niques. It also presents the GraphGuest python package that will ease the design of drug repurposing
approaches.

Appendix

Appendix Notes

1 Datasets

Along the work, multiple DTI networks have been evaluated. Here we briefly describe them all:

• DrugBank [11]. DTIs collected from DrugBank Database Release 5.1.9. It has undergone
significant upgrades since its first release in 2006.

• BIOSNAP [12]. Dataset created by Stanford Biomedical Network Dataset Collection. It
contains proteins targeted by drugs on the U.S. market from DrugBank release 5.0.0 using
MINER [32].

• BindingDB [14]. Database that consists of measured binding affinities, focusing on protein
interactions with small molecules. The binarization of the dataset was done by considering
interactions as positive if their Kd was lower than 30 units. Data was downloaded from
Therapeutics Data Commons (TDC) [33].

• DAVIS [13]. Dataset of kinase inhibitors to kinases covering more than 80% of the human
catalytic protein kinome. The binarization of the dataset was done by considering as positive
those interactions with a Kd lower than 30 units. Data downloaded from Therapeutics Data
Commons (TDC) [33].

• Yamanishi et al. [10]. It is composed of four subsets of different protein families: enzymes
(E), ion channels (IC), G-protein-coupled receptors (GPCR) and nuclear receptors (NR).
The Yamanishi dataset has been considered the gold standard dataset for DTI prediction
and has been used in several published models [34, 8, 35]. DTIs in this dataset come from
KEGG BRITE [36], BRENDA [37], SuperTarget [38] and DrugBank. Compounds with
molecular weights lower than 100 are excluded from the dataset. In the Enzyme group all
the ligands are inhibitors or activators, and co-factors are not included.

Also, complementary datasets were used for building the augmented networks:

• CTD [25]. Comparative Toxicogenomics Database for disease-drug and disease-protein
associations.

• DrugBank [11]. DrugBank Database can be used for extracting other information such as
drug-drug interaction.

• FDA Adverse Event Reporting System (FAERS) [39]. The FAERS is a database that
contains adverse event reports, medication error reports and product quality complaints
resulting in adverse events that were submitted to FDA.

• HPRD Human Protein Reference Database [40] for human protein-protein interactions.

• SIDER Side Effect Resource Database [24] aggregates information from side effects

Further, other databases have been used to change between identifier types, e.g., KEGG Drug ID to
PubChem ID, such as STITCH [41], bioMART [42], ChemBL [43].
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2 Related work

In what follows we briefly describe the selected state-of-the-art DTI models, where the first four
are transductive and the second four are inductive. Note that referring to a model as transductive or
inductive concerns the feature (embedding) generation process and not the prediction task itself.

• DTINet [19]. DTINet considers a heterogeneous graph with four node types (drugs, proteins,
side effects and diseases) and six edge types (DTIs, protein-protein interaction, drug-
drug interaction, drug-disease association, protein-disease association, drug-side-effect
association, plus similarity edges between drugs and proteins). After compact feature
learning (based on a random walk with restart) on each drug and protein network, it
calculates the best projection from one space onto another using a matrix completion
method, and then infers interactions according to the proximity criterion. The matrices
generated are known as “Luo Dataset”.

• DDR [7]. DDR uses a heterogeneous graph built from known DTIs, multiple drug-drug
similarities, and several protein-protein similarities. Firstly, DDR performs a pre-processing
step where a subset of similarities is selected in a heuristic process to obtain an optimized
combination of similarities. Then, DDR applies a non-linear similarity fusion method to
combine different similarities. Finally, from these combined similarities, a path-category-
based feature extraction method is applied, and these features are fed into a random forest
model.

• DTiGEMS+ [20]. The information of the interaction within drugs and proteins coming
from diverse matrices is selected and integrated to create a heterogeneous graph alongside
the DTI information. Simultaneously, a second graph is created by applying node2vec to the
DTI graph, obtaining the features for each node and augmenting the interactions based on
the similarity of the calculated features. Multiple paths are extracted from both graphs and
feed to a supervised ML classifier after a feature selection process.

• DTI2Vec [21]. DTI2Vec stems from the previous and more complex model DTiGEMS+,
trying to improve the precision of the predictions while reducing the amount of side infor-
mation needed. This method only uses the similarity matrices within drugs and proteins
to increase the number of connections on the DTI network. The nodes of this augmented
network are used as input to node2vec, and the resulting embeddings are combined to create
a feature vector and feed a classifier.

• NeoDTI [22]. NeoDTI aims to automatically learn a network topology-preserving node-level
embedding to facilitate DTI prediction. First, neighborhood information aggregation and
node embedding update processes ensure that each node within the heterogeneous network
generates a new feature representation by integrating its neighborhood information with its
own features. Then, they enforce the node embeddings to preserve the network topology,
aiming to reconstruct the original individual networks. Finally, from these embeddings they
extract the node features and use them for the DTI prediction.

• MolTrans [23]. MolTrans uses unlabeled data to decompose drugs and proteins into high-
quality substructures. Then it creates an augmented embedding for each using a transformer
and a map of interactions, allowing it to predict which substructures contribute most to the
overall interaction.

• HyperAttentionDTI [9]. HyperAttentionDTI embeds each character of the different se-
quences into vectors. Then the model makes use of an attention mechanism and convolu-
tional neural networks (CNNs) to make DTI predictions. It models the complex non-covalent
intermolecular interactions between atoms and amino acids using the attention mechanism.

• EEG-DTI [8]. EEG-DTI considers a heterogeneous graph using the same type of dataset as
DTINet. It first generates low-dimensional embeddings for drugs and proteins with three
graph convolutional networks (GCN) layers and concatenates them separately. Then, it
calculates their inner product to get a protein-drug score.

Our baseline classifier (denoted as N2V+NN) is based on node2vec to embed the DTI network so
that it solely relies on the topology of the network. From the generated embeddings, positive edges
and a random subsampling of negative edges are used to train and validate a 2-layer neural network
Ψ. Being X ∈ RK×2d the batched input matrix, and W1 ∈ R2d×n and W2 ∈ Rn×1 the associated
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weight matrices, our model Ψ will generate the output h ∈ RK×1 as:

h = σ(W2 · f(W1 ·X)),

where d is the selected node2vec embedding dimension for each node, K is the number of samples
per batch, f is a ReLU activation function, σ is a sigmoid activation function and n is the number
of neurons of the first layer. In order to solve the DTI classification problem, we use a loss that
combines the sigmoid of the output layer and the binary cross entropy loss in a single function. This
combination takes advantage of the log-sum-exp trick for numerical stability [44]. For each sample
xk in a given batch (k ∈ [1,K]), the loss is given by:

lk = −wk [yk · log hk + (1− yk) · log (1− hk)] ,

where wk is a manual rescaling weight, yk is the associated label for sample xk, and hk is the model
output for sample xk. The final loss L is then computed as the average of (l1, . . . , lK). We performed
a train/validation/test (0.75, 0.15, 0.1) splitting prior performing a hyperparameter tuning, varying
several architectures, loss functions, epochs and batch sizes to select the model with the highest test
AUROC for every evaluated dataset (Appendix Table A8).

3 Evaluation setup

A fair evaluation scheme: graph embedding splitting approach

The following evaluation scheme consisting of constructing three different train-test splits (Sp, Sd,
and St) was used:

• Sp Related to pairs. Any protein or drug may appear both in the train and test set, but
interactions cannot be duplicated in the two sets.

• Sd Related to drug nodes. Drug nodes are not duplicated in the train and test set, i.e., a node
evaluated during training does not appear in the test set.

• St Related to targets. Protein nodes are not duplicated in the train and test set, each protein
seen during training does not appear in the test set.

If the model to be compared uses three splits (train/val/test), the criterion is applied the same way as if
they were just two splits (train/test), but applying an extra split to the train fold, yielding train/val/test
folds. Hence, train and validation will be evaluated together when verifying Sp, Sd and St splits.

Note that most assessed models have not been evaluated on these splitting criteria, but perform a
traditional split. This consists of a random splitting of the DTI network without constraining the DTI
distribution, which may lead to repetition of drug or protein nodes across folds. As the Sp, Sd and St

splits impose certain constraints not assumed by the authors and may result in lower performance
than what was initially reported, we also provide, for each model, the results following the originally
proposed evaluation benchmark.

Furthermore, the Sc split, related to a couple of different DTI networks that do not have common
drugs nor proteins [9, 27], involves training a model initially on one dataset and then testing the
trained model on another dataset. This split can assist in assessing the methods’ generalization
capabilities, potentially revealing data leakage concerns. However, the limited reproducibility of
most methods have complicated the application of this evaluation scheme to the evaluated ones.
Nonetheless, we validated our hypothesis regarding node2vec-based methods by applying this split to
our baseline DTI classifier (see Appendix Note 2).

Building train and test splits for N2V evaluation

In assessing the generalization capability of node2vec-based drug repurposing models across multiple
DTI networks, we evaluated the designed baseline model using train/test splits. First, node embed-
dings for each network were constructed individually using node2vec. Next, for each network, a
balanced dataset was created by selecting all positive pairs and randomly pairing them with negatives
in a 1:1 ratio. Finally, the baseline model was trained on embeddings from one dataset and tested on
a different one, yielding both train and test AUROC and AUPRC values. When the same network
is used for both training and testing (as shown in Fig. 3-B matrix’s diagonal), the dataset was
constructed as previously described, with a 70/30 train-test split.
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Considering a biological driven criteria for negative subsampling

Here now we describe the process of DTI stratification and hard-to-classify pairs selection. First,
for each known DTI interaction (labeled as 1), we compute the RMSD between the selected protein
and every other protein available in the data set. Then, in order to generate a balanced dataset, for
each positive DTI, we select a protein to form a negative interaction, based on the computed RMSD
between the known target and every other protein in the network. The selection is made by sorting
the proteins’ RMSD, and we will select or discard them based on three different windows. The first
window ranges from 0 to 2.5 Å, where proteins in this interval are discarded, as in this range we may
include small structures or very simple proteins that align non-specifically to others. Proteins lying
on the second window, from 2.5 to 5 Å, are held out for validation, as they are very similar to the
actual target but are labelled as 0, so they can generate false positives, potentially hinder the model’s
training. The third window, ranged from 5 to t Å (t ∈ [6, 20]), will be the selected one as the train
split, as is populated with proteins that are closely enough to the target to be a difficult train event,
but different enough to assure the potentially true negativity of the data.

Tanimoto Similarity

The pairwise drug similarity, calculated with Tanimoto metric was calculated in RDKit [45] creating
fingerprints in default configuration using RDKFingerprint (with 2048 bits) function.

Protein Structures and RMSD Calculation

Protein structures were obtained from the PDB Database [46] and Alpha Fold [47, 48], considering
X-Ray structures with resolution lower than 2 Å and a per-residue confidence score higher than 70
on average, respectively. The RMSD was calculated using an adapted script from PyMOL [49],
considering superimposition mode and all objects aligned using the alpha carbons (C-alpha) of the
backbone of the two proteins and the default configuration of 5 cycles. See Appendix Figs. A1, A2,
A5, A6, for distribution of pairwise RMSD in all datasets.

Hardware

All simulations were performed on a workstation with 64 cores Intel xeon gold 6130 2.1Ghz and
754Gb of RAM. A Quadro RTX 4000 GPU was also used, with driver version 460.67 and cuda 11.2.
version.

4 In vitro validation

Cell lines

Human mut KRAS (H1792) LUAD cell line and human mut KRAS (HPAF II) PDAC cell line
were used. All these cell lines were obtained from American Type Culture Collection (ATCC) and
authenticated by the Genomics Unit at CIMA using Short Tandem Repeat profiling (AmpFLSTR
Identifiler Plus PCR Amplification Kit). Human cells were grown according to ATCC specifications.

Reagents

Carbinoxamine maleato (PHR2802) was purchased from Merck and 6-(Cyclohexylmethoxy)-8-
isopropyl-9H-purin-2-amine was synthesized and obtained from Wuxi.

Western blotting

Western blot methodology was performed as previously published [50]. For these experiments cells
were treated with DMSO (vehicle, control conditions) or drug. In this last case, we used a final
concentration of 30uM for Carbinoxamine and 10uM for 6-(Cyclohexylmethoxy)-8-isopropyl-9H-
purin-2-amine. Antibodies used: GAPDH (1:5,000, ab9484, Abcam), ERK1/2 (1:1,000, #9102, Cell
Signaling Technology), p-ERK1/2 (1:1,000, #9101, Cell Signaling Technology), p70S6K (1:1,000,
#2708, Cell Signaling Technology), p-p70S6K (1:1,000, #9205, Cell Signaling Technology), EGFR
(1:1,000, #2232, Cell Signaling Technology), p-EGFR (1:1,000, #2236, Cell Signalling Technology),
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GSK3β (1:1,000, ab31826, Abcam), p-GSK3β (1:1,000, #9336, Cell Signalling Technology) and
p-4E-BP1 (1:1,000, #9451, Cell Signaling Technology).

Drug studies in vitro

To determine the number of viable cells in proliferation and the potential cytotoxicity of drugs in cell
lines, cells were seeded in triplicate into 96-well plates (range: 500 to 1,800 cells per well depending
on the cell line). The next day, cells were cultured in the absence or presence of rising concentrations
of single drugs (Carbinoxamine 0-30uM; 6-(Cyclohexylmethoxy)-8-isopropyl-9H-purin-2-amine
0-10uM) during 3 or 5 days. At these time points, remaining cells were fixed with 4% formaldehyde
(Panreac) for 15 minutes at RT, stained with crystal violet solution (Sigma-Aldrich) (1% crystal
violet in H2O) for 15 minutes and photographed using a digital scanner (EPSON Perfection v850
Pro). Relative growth was quantified by measuring absorbance at 570 nm in a spectrophotometer
(SPECTROstar Nano – BMG Labtech) after extracting crystal violet from the stained cells using 20%
of acetic acid (Sigma).

Protein and Drug Annotation

Proteins were annotated using Molecular Function Keywords from Uniprot [51] and drugs with
Classyfire [52]. Annotated heatmaps were generated to check whether proteins cluster per molecular
function and drugs by chemical classification.

Code availability

Dockers for all evaluated models are available for in DockerHub. The repository containing all
the developed tools and code, along with the GraphGuest Python Package are available at https:
//github.com/ubioinformat/GraphEmb.
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Appendix Figure A1: Histograms of the distribution of the pairwise Root Mean Square Deviation
(RMSD) of all proteins for each dataset, regardless of whether they come from PDB or AlphaFold.
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Appendix Figure A2: Histograms of the distribution of Tanimoto score calculated pairwise over all
drugs for each datataset. The distribution of chemical similitude shift to the left indicates that drugs
are chemically diverse
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Appendix Figure A3: Sankey plots of Yamanishi datasets. These Sankey plots connect the drug
chemical category with the protein family, remarking that each connection is an existing DTI in the
dataset.
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Appendix Figure A4: Sankey plots of DrugBank, BIOSNAP, BindingDB and DAVIS datasets.
These Sankey plots connect the drug chemical category with the protein family, remarking that each
connection is an existing DTI in the dataset.
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Appendix Figure A5: Heatmaps of Tanimoto score for drugs of Yamanishi datasets calculated with
euclidean distances. It is appreciated how some drugs form small clusters. The annotation represents
the chemical classification of the drug (by superclass in Classyfire), and three different molecular
descriptors the molecular weight (molwt), the logP, and the number of heteroatoms (numhet).

Appendix Figure A6: Heatmaps of Tanimoto score for drugs of DrugBank, BIOSNAP, BindingDB
and Davis datasets calculated with euclidean distances. It is appreciated how some drugs form
small clusters. The annotation represents the chemical classification of the drug (by superclass in
Classyfire), and three different molecular descriptors the molecular weight (molwt), the logP, and the
number of heteroatoms (numhet).
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Appendix Figure A7: Heatmaps of RMSD score for proteins of Yamanishi datasets calculated
with Euclidean distances. The annotation represents the source of the protein, i.e., from where we
downloaded the structure (PDB/AlphaFold), the molecular function of the protein, and the enzyme
classification for the E dataset. Further, we added the sequence length in the left annotation in brown.
In the heatmaps, proteins form several clusters. In E, this occurs especially for EC-1 (oxidoreductases)
and EC-2 (transferases), further, smaller clusters of EC-3 (hydrolases) and EC-4 (lyases) also appear.
Further, while in E and GPCR we found mixed the protein source, it does not happen for IC and NR.
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Appendix Figure A8: Heatmaps of RMSD score for proteins of DrugBank, BIOSNAP, BindingDB
and DAVIS datasets calculated with Euclidean distances. The annotation represents the source of
the protein, i.e., from where we downloaded the structure (PDB/AlphaFold), the molecular function
of the protein, and the enzyme classification for the E dataset. Further, we added the sequence
length in the left annotation in brown. For the four datasets, we found a mixed distribution over
clusterings of proteins independently of the source. Further, we shown how proteins clustering by
protein family, which can be specially appreciated in BindingDB for receptors and enzymes, with
brenda classification EC-2.
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Appendix Figure A9: Test AUC distribution across evaluated datasets, grouped by node2vec embed-
ding dimension
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Appendix Figure A10: AUROCs of the test split for the RMSD-based (threshold from 6 to 20 Å) and
random subsampling techniques when using HyperAttentionDTI model, on Biosnap and BindingDB
datasets.

Appendix Figure A11: EGF-ERK-pathway: This schematic illustrates the EGF-activated ERK
pathway, starting with EGF binding to EGFR and concluding with ERK activation. Activated ERK
has multiple targets in the cytoplasm and nucleus, including numerous transcription factors, therefore
directly affecting gene expression and influence cellular growth. Source: https://doi.org/10.1186/1752-
0509-3-100
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Appendix Figure A12: Insulin signaling pathway: GSK3β, a multifaceted kinase, plays a critical
role in regulating various cellular processes, including glycogen metabolism, cell growth, and
apoptosis. S6, a vital component of the ribosome, is central to protein synthesis and cellular
growth. By phosphorylating S6 into S6K, GSK3β can modulate the activity of the ribosome and,
consequently, protein synthesis. Source: KEGG signaling pathways https://www.genome.jp/
pathway/hsa04910+2932.
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Appendix Tables

Appendix Table A1: State-of-the-art DTI networks statistics. The density of a graph represents the
proportion of edges present in the graph to the total number of edges that could possibly exist in the
graph. The number of connected components represents the count of isolated subgraphs within the
network.

DrugBank BIOSNAP BindingDB DAVIS Yamanishi
E

Yamanishi
IC

Yamanishi
GPCR

Yamanishi
NR

Number of drugs 8042 5017 3085 65 445 210 223 54
Number of proteins 5141 2324 719 314 664 204 95 26
Total number of nodes 13183 7341 3804 379 1109 414 318 80
Total number of edges 27861 15138 5938 1048 2926 1476 635 90
Density (%) 0.03 0.06 0.08 1.46 0.48 1.73 1.26 2.85
# of connected components 490 205 232 1 44 3 19 10

Appendix Table A2: Comparison across DTI prediction methods. Evaluation considers various
criteria, such as the language used, the splitting or the utilized validation technique. Upper and lower
groups illustrate transductive and inductive methods, respectively.

Complete Issue-free GitHub Default Data Time Validation
Method Language Code Code Medal Splitting Availability Consumption (type)

DTiNet Matlab ✓ ✓ × Unconstrained 10 folds CV × Very Fast Experimental, In-sillico
DDR Python × ✓ 3 Sp, Sd, St × Slow Bibliographic
DTi-GEMS Python × × × Unconstrained 10 times TVT × Fast In-sillico
DTi2Vec Python × × × Unconstrained 10 times TVT × Slow Bibliographic

NeoDTI Python × × × Unconstrained 10 times TVT ✓ Slow Bibliographic
Moltrans Python × ✓ × Unconstrained 5 times TVT × Fast ×
HyperAttentionDTI Python × × × Sp, Sd, St, Sh × Fast ×
EEG-DTI Python × × × Unconstrained 10 folds CV ✓ Fast ×

TVT: train-validation-test, CV: Cross-Validation

Appendix Table A3: Default Splits AUPRC benchmarking for the evaluated DTI prediction models.

Method/Dataset DrugBank BIOSNAP BindingDB Davis et al E IC GPCR NR

DDR OOT OOT OOT 0.679± 0.049 0.911± 0.010 0.934± 0.013 0.818± 0.036 0.785± 0.040
DTi2Vec OOR OOR 0.920± 0.005 0.390± 0.060 0.970± 0.012 0.960± 0.009 0.830± 0.058 0.750± 0.072
DTi-GEMS OOR OOR 0.323± 0.451 0.386± 0.210 0.820± 0.278 0.873± 0.092 0.731± 0.150 0.626± 0.170
DTINet 0.857± 0.001 0.886± 0.001 0.873± 0.006 0.812± 0.010 0.918± 0.004 0.764± 0.010 0.803± 0.006 0.730± 0.022

NeoDTI OOT OOT OOT OOT OOT 0.917± 0.005 0.752± 0.045 0.450± 0.145
Moltrans 0.662± 0.005 0.645± 0.004 0.803± 0.005 0.530± 0.039 0.800± 0.004 0.772± 0.007 0.530± 0.053 0.421± 0.018
HyperAttentionDTI 0.776± 0.046 0.772± 0.063 0.910± 0.051 0.576± 0.019 0.922± 0.062 0.917± 0.082 0.648± 0.057 0.326± 0.073
EEG-DTI 0.880± 0.007 0.905± 0.010 0.890± 0.030 0.700± 0.036 0.955± 0.009 0.948± 0.015 0.882± 0.047 0.801± 0.061

OOT and OOR mean out of time and out of RAM, respectively.
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Appendix Table A4: Analyzed methodologies time consumption.

Model/Dataset DrugBank-DTI BioSNAP BindingDB Davis et al E IC GPCR NR
DDR OOT OOT OOT 1h 33m 45s 5d 18h 3h 36m 21s 1h 16m 10s 9m 17s
DTi2Vec OOR OOR 11h 50m 3h 17m 42s 3d 17h 18m 2h 36m 1h 50m 49s 1m 39s
DTi-GEMS OOR OOR 5h 25min 25m 22m 2min 1m 13s 20s
DTINet 39m 57s 21m 8s 3m 27s 1m 4s 6m 5s 2m 11s 1m 11s 8s

NeoDTI OOT OOT OOT OOT OOT 1d 19h 1d 19h 1d 15h
Moltrans 6h 39m 18s 3h 36m 46s 1h 13m 47s 17m 49s 49m 14s 24m 13s 10m 42s 1m 34s
HyperAttentionDTI 10h 10m 27s 5h 32m 50s 2h 31m 37s 31m 27s 1h 18m 29s 45m 59s 18m 17s 2m 21s
EEG-DTI 3d 13h 6m 45s 3h 26m 57s 50m 21s 54m 39s 4h 30m 22s 10m 16s 328m 30s 7m 47s

OOT and OOR mean out of time and out of ram, respectively.

Appendix Table A5: Mean and standard deviation of the AUPRC values for the Sp split, for each
evaluated model and dataset.

Model/Dataset Yamanishi-NR Yamanishi-IC Yamanishi-GPCR Yamanishi-E DrugBank DAVIS BindingDB BioSNAP

DDR 0.785± 0.040 0.934± 0.013 0.818± 0.035 0.910± 0.010 OOT 0.679± 0.049 OOT OOT
DTI2Vec NEET 0.620± 0.130 0.760± 0.128 0.580± 0.171 OOR 0.58± 0.098 0.999± 0.112 0.57± 0.132
DTi-GEMS 0.977± 0.249 0.953± 0.254 0.953± 0.157 0.996± 0.128 OOR OOR OOR OOR
DTINet 0.710± 0.0133 0.767± 0.003 0.767± 0.009 0.914± 0.002 0.830± 0.001 0.689± 0.014 0.800± 0.002 0.857± 0.001

NeoDTI 0.470± 0.190 0.893± 0.018 0.748± 0.032 OOT OOT OOT OOT OOT
Moltrans 0.4206± 0.014 0.771± 0.007 0.530± 0.053 0.800± 0.004 0.620± 0.005 0.529± 0.039 0.803± 0.005 0.645± 0.004
HyperAttentionDTI 0.326± 0.073 0.917± 0.082 0.648± 0.057 0.922± 0.062 0.776± 0.046 0.576± 0.019 0.910± 0.051 0.772± 0.063
EEG-DTI 0.732± 0.044 0.962± 0.007 0.887± 0.006 0.962± 0.002 0.925± 0.001 0.747± 0.015 0.859± 0.003 0.928± 0.002

NEET, OOR and OOT stands for Not Enough Edges to Train, Out of RAM and Out of Time, respectively.

Appendix Table A6: Mean and standard deviation of the AUPRC values for the Sd split, for each
evaluated model and dataset.

Model/Dataset Yamanishi-NR Yamanishi-IC Yamanishi-GPCR Yamanishi-E DrugBank DAVIS BindingDB BioSNAP

DDR 0.642 ± 0.220 0.660 ± 0.095 0.608 ± 0.090 0.699 ± 0.650 OOT 0.462± 0.014 OOT OOT
DTI2Vec 0.73 ± 0.179 0.620 ± 0.012 0.785 ± 0.210 0.59 ± 0.132 OOR 0.630 ± 0.100 OOR 0.640 ± 0.140
DTi-GEMS NEET NEET 0.796 ± 0.280 0.980 ± 0.120 OOR OOR OOR OOR
DTINet 0.635 ± 0.011 0.664 ± 0.005 0.741± 0.011 0.844 ± 0.004 0.813 ± 0.001 0.556 ± 0.012 0.762 ± 0.008 0.841 ± 0.001

NeoDTI 0.118 ± 0.029 0.213 ± 0.060 0.271 ± 0.024 OOT OOT OOT OOT OOT
Moltrans 0.421 ± 0.038 0.437 ± 0.056 0.474 ± 0.071 0.411 ± 0.043 0.574 ± 0.025 0.333 ± 0.038 0.653 ± 0.044 0.530 ± 0.010
HyperAttentionDTI 0.343 ± 0.020 0.638 ± 0.016 0.591 ± 0.036 0.611 ± 0.012 0.684 ± 0.005 0.395 ± 0.014 0.859 ± 0.007 0.680 ± 0.004
EEG-DTI 0.747 ± 0.020 0.764 ± 0.017 0.832 ± 0.024 0.781 ± 0.020 0.892 ± 0.001 0.660 ± 0.033 0.779 ± 0.016 0.902 ± 0.002

NEET, OOR and OOT stands for Not Enough Edges to Train, Out of RAM and Out of Time, respectively.

Appendix Table A7: Mean and standard deviation of the AUPRC values for the St split, for each
evaluated model and dataset.

Model/Dataset Yamanishi-NR Yamanishi-IC Yamanishi-GPCR Yamanishi-E DrugBank DAVIS BindingDB BioSNAP

DDR 0.622 ± 0.300 0.786 ± 0.031 0.658 ± 0.103 795 ± 0.027 OOT 0.618 ± 0.44 OOT OOT
DTI2Vec 0.740 ± 0.117 0.580 ± 0.017 0.660 ± 0.170 0.690 ± 0.127 OOR 0.540 ± 0.130 OOR 0.440 ± 0.320
DTi-GEMS NEET NEET 0.731 ± 0.297 0.976 ± 0.190 OOR OOR OOR OOR
DTINet 0.493 ± 0.017 0.856 ± 0.008 0.623 ± 0.006 0.860 ± 0.002 0.796 ± 0.001 0.649 ± 0.008 0.660 ± 0.010 0.815 ± 0.002

NeoDTI 0.111 ± 0.051 0.362 ± 0.12 0.163 ± 0.032 OOT OOT OOT OOT OOT
Moltrans 0.266 ± 0.069 0.551 ± 0.064 0.488 ± 0.036 0.604 ± 0.038 0.660 ± 0.020 0.477 ± 0.018 0.561 ± 0.300 0.681 ± 0.049
HyperAttentionDTI 0.294 ± 0.038 0.827 ± 0.012 0.565 ± 0.023 0.795 ± 0.022 0.775 ± 0.002 0.548 ± 0.023 0.617 ± 0.014 0.771 ± 0.002
EEG-DTI 0.501 ± 0.048 0.690 ± 0.017 0.592 ± 0.011 0.604 ± 0.015 0.743 ± 0.001 0.512 ± 0.002 0.606 ± 0.012 0.721 ± 0.008

NEET, OOR and OOT stands for Not Enough Edges to Train, Out of RAM and Out of Time, respectively.

Appendix Table A8: Grid-search parameters used for the baseline (N2V + NN) model. For the
grid-search, they were used 6 different embedding space dimensions, 4 type of architectures, 4
different number of epochs, BinaryCrossEntropy or FocalDistance as the loss function, and
1/16 and 1/64 of the dataset size as the batch size.

Parameter Value
Embedding dimension d25, d90, d180, d256, d480, d720
Architecture Type 1, Type 2, Type 3, Type 4
Epochs 2, 5, 10, 50
Loss Function BCE, Focal
Batch Size 1/16, 1/64
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